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1

METHOD AND APPARATUS FOR MULTIPLE
IMAGE REGISTRATION IN THE GRADIENT

DOMAIN

TECHNOLOGICAL FIELD

An example embodiment of the present invention relates
to simultaneous multi-image registration and, more particu-
larly, to simultaneous multi-image registration in the gradi-
ent domain.

BACKGROUND

There is a large disparity between composite images
based on image registration. The composite images may
have significantly difi'erent appearances due to intensity
variation of the images used to generate the composite
images. For example, satellite and aerial images taken of the
same object may have markedly difi'erent intensities, at
difi'erent times of day, difi'erent seasons of the year, difi'erent

image angles, difi'erent altitudes; difierent image capture
systems, or the like. In some fields such as medical imaging
or biometrics, image alignment is critical for diagnosis and
identification. However, images of the same object when
examined at a detailed level may not be properly aligned due
to intrinsic and extrinsic variation.

Image registration aims to find the geometrical transfor-
mation to align two or more images into the same coordinate
system. Geometric trans formations have typically been esti-
mated as rigid, piecewise-rigid, or non-rigid. Non-rigid is
the most complex. Some existing methods of image regis-
tration can be classified based on the variables used in
non-rigid registration, into feature-based registration and
intensity-based registration.

Many non-rigid techniques have been proposed, most of
which are based on minimizing an energy function contain-
ing a distance, or similarity, measure and a regularization
term. The regularization may encourage certain types of
transformations related to difierent applications and the
minimum distance may correspond to a correct spatial
alignment.

One type of distance measure is based on mutual infor-
mation (MI) of images. However, in many applications, the
intensity fields of the images may difier significantly. For
example, slow varying intensity bias fields often exist in
brain magnetic resonance images; and in temporal registra-
tion of retina images, the images may contain severe inten-

sity artifacts. As a result, many of the existing intensity
based distance measures are not robust to these intensity
distortions. There are also methods for simultaneous regis-
tration and intensity correction, but they may involve much
high computational complexity and sufier from multiple
local minima.

Recently, the sparsity-inducing similarity measures have
been repeatedly successful in overcoming such registration
difficulties. In RASL (robust alignment by sparse and low-
rank decomposition), the images are vectorized to form a
data matrix. The transformations are estimated to seek a low
rank and sparse representation of the aligned images. Two
online alignment methods, ORIA (online robust image
alignment) and t-GRASTA (transformed Grassmannian
robust adaptive subspace tracking algorithm), are proposed
to improve the scalability of RASL. All of these methods
assume that the large errors among the images are sparse
(e.g. , caused by shadows, partial occlusions) and separable.
However, many real-world images contain severe spatially-
varying intensity distortions. These intensity variations are
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not sparse and therefore difficult to be separated by these
methods. As a result, the above measures may fail to find the
correct alignment and thus are less robust in these challeng-
ing tasks.

BRIEF SUMMARY

A method, apparatus and computer program product are
provided in accordance with an example embodiment for
simultaneous multi-image registration in the gradient
domain. In an example embodiment, a method is provided
that includes receiving three or more input images and
registering, simultaneously, the three or more input images
in the gradient domain based on applying an energy mini-
mization function.

In an example embodiment of the method, the energy
minimization function is based on a low-rank approximation
and sparsity. In some example embodiments of the method,
registering the input images in the gradient domain includes
determining registration parameters for each of the input
images, for a first image registration; registering the input
images based on the registration parameters; determining a
gradient error associated with the first image registration;
determining if the gradient error associated with the gradient
error satisfies a predetermined minimization value; and
generating a composite image, in an instance in which the
gradient error satisfies the predetermined minimization
value.

In an example embodiment of the method, the registering
the input images in the gradient domain also includes
incrementing the registration parameters for a second image
registration, registering the input images based on the incre-
mented registration parameters, determining the gradient
error associated with the second image registration, com-
paring the gradient error of the first image registration to the
gradient error of the second image registration, determining
if a change in the gradient error between the first image
registration and the second image registration satisfies a
predetermined gradient change value, and generating a com-
posite image in an instance in which the change in gradient
error satisfies the predetermined gradient change value.

In some example embodiments of the method, the regis-
tering the input images in the gradient domain also includes
reperforming the incrementing the registration parameters;
registering the input images; determining the gradient error;
and comparing the gradient errors. In an example embodi-
ment of the method, the registration of the input images
creates a gradient error, and the gradient error comprises a
sparse error. In an example embodiment of the method, the
registration of the input images in the gradient domain is
based on an augmented Lagrange algorithm.

In another example embodiment, an apparatus is provided
including at least one processor and at least one memory
including computer program code, with the at least one
memory and computer program code configured to, with the
processor, cause the apparatus to at least receive three or
more input images and register, simultaneously, the three or
more input images in the gradient domain based on applying
an energy minimization function.

In an example embodiment of the apparatus, the energy
minimization function is based on a low-rank approximation
and sparsity. In some example embodiments of the appara-
tus, registering the input images in the gradient domain
includes determining registration parameters for each of the
input images, for a first image registration; registering the
input images based on the registration parameters; deter-
mining a gradient error associated with the first image
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registration; determining if the gradient error associated with
the gradient error satisfies a predetermined minimization
value; and generating a composite image, in an instance in
which the gradient error satisfies the predetermined mini-
mization value.

In some example embodiments of the apparatus, the
registering the input images in the gradient domain also
includes incrementing the registration parameters for a sec-
ond image registration, registering the input images based
on the incremented registration parameter, determining the
gradient error associated with the second image registration,
comparing the gradient error of the first image registration to
the gradient error of the second image registration, deter-

mining if a change in the gradient error between the first

image registration and the second image registration satisfies
a predetermined gradient change value, and generating a
composite image in an instance in which the change in
gradient error satisfies the predetermined gradient change
value.

In an example embodiment of the apparatus, the register-
ing the input images in the gradient domain also includes
reperforming the incrementing the registration parameters;
registering the input images; determining the gradient error;
and comparing the gradient errors. In some example
embodiments of the apparatus, the registration of the input
images creates a gradient error and the gradient error com-
prises a sparse error. In an example embodiment of the
apparatus, the registration of the input images in the gradient
domain is based on an augmented Lagrange algorithm.

In a further example embodiment, a computer program
product is provided including at least one non-transitory
computer-readable storage medium having computer-ex-
ecutable program code portions stored therein, with the
computer-executable program code portions comprising
program code instructions configured to receive three or
more input images and register, simultaneously, the three or
more input images in the gradient domain based on applying
an energy minimization function.

In an example embodiment of the computer program
product, the energy minimization function is based on a
low-rank approximation and sparsity. In some example
embodiments of the computer program product, the regis-
tering the input images in the gradient domain includes
determining registration parameters for each of the input
images, for a first image registration; registering the input
images based on the registration parameters; determining a
gradient error associated with the first image registration;
determining if the gradient error associated with the gradient
error satisfies a predetermined minimization value; and
generating a composite image, in an instance in which the
gradient error satisfies the predetermined minimization
value.

In some example embodiments of the computer program
product, the registering the input images in the gradient
domain also includes incrementing the registration param-
eters for a second image registration, registering the input
images based on the incremented registration parameters,
determining the gradient error associated with the second
image registration, comparing the gradient error of the first
image registration to the gradient error of the second image
registration, determining if a change in the gradient error
between the first image registration and the second image
registration satisfies a predetermined gradient change value,
and generating a composite image in an instance in which
the change in gradient error satisfies the predetermined
gradient change value.
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In an example embodiment of the computer program
product, the registering the input images in the gradient
domain also includes reperforming the incrementing the
registration parameters, registering the input images; deter-

mining the gradient error; and comparing the gradient errors.
In some example embodiments of the computer program
product, the registration of the input images creates a
gradient error and the gradient error comprises a sparse
error. In an example embodiment of the computer program
product, the registration of the input images in the gradient
domain is based on an augmented Lagrange algorithm.

In yet a further example embodiment, an apparatus is
provided including means for receiving three or more input
images and means for registering, simultaneously, the three
or more input images in the gradient domain based on

applying an energy minimization function.
In an example embodiment of the apparatus, the energy

minimization function is based on a low-rank approximation
and sparsity. In some example embodiments of the appara-
tus, registering the input images in the gradient domain
includes determining registration parameters for each of the
input images, for a first image registration, registering the
input images based on the registration parameters, deter-
mining a gradient error associated with the first image
registration, determining if the gradient error associated with
the gradient error satisfies a predetermined minimization
value and generating a composite image, in an instance in
which the gradient error satisfies the predetermined mini-
mization value.

In some example embodiments of the apparatus, the
registering the input images in the gradient domain also
include incrementing the registration parameters for a sec-
ond image registration, registering the input images based
on the incremented registration parameter, determining the
gradient error associated with the second image registration,
comparing the gradient error of the first image registration to
the gradient error of the second image registration, deter-
mining if a change in the gradient error between the first
image registration and the second image registration satisfies
a predetermined gradient change value, and generating a
composite image in an instance in which the change in
gradient error satisfies the predetermined gradient change
value.

In an example embodiment of the apparatus, the register-
ing the input images in the gradient domain also includes
reperforming the incrementing the registration parameters,
registering the input images; determining the gradient error;
and comparing the gradient errors. In some example
embodiments of the apparatus, the registration of the input
images creates a gradient error and the gradient error com-
prises a sparse error. In an example embodiment of the
apparatus, the registration of the input images in the gradient
domain is based on an augmented Lagrange algorithm.

In yet another example embodiment, an apparatus is
provided that includes means for receiving three or more
input images. The apparatus of this example embodiment
also includes means for registering, simultaneously, the
three or more input images in the gradient domain based on

applying an energy minimization function.

BRIEF DESCRIPTION OF THE DRAWINGS

Having thus described example embodiments of the
invention in general terms, reference will now be made to
the accompanying drawings, which are not necessarily
drawn to scale, and wherein:
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FIG. 1 illustrates a communications diagram in accor-
dance with an example embodiment of the present inven-

tion;
FIG. 2 is a block diagram of an apparatus that may be

specifically configured for simultaneous multi-image regis-
tration in the gradient domain in accordance with an
example embodiment of the present invention;

FIG. 3 illustrates example input images in accordance
with an example embodiment of the present invention.

FIGS. 4-S illustrate a comparison of image registration
methods with intensity variation; and

FIG. 9 illustrates an example process for simultaneous
multi-image registration in the gradient domain in accor-
dance with an embodiment of the present invention.

DETAILED DESCRIPTION

Some embodiments of the present invention will now be
described more fully hereinafter with reference to the
accompanying drawings, in which some, but not all,
embodiments of the invention are shown. Indeed, various
embodiments of the invention may be embodied in many
difi'erent forms and should not be construed as limited to the
embodiments set forth herein; rather, these embodiments are
provided so that this disclosure will satisfy applicable legal
requirements. Like reference numerals refer to like elements
throughout. As used herein, the terms "data, " "content, "
"information, " and similar terms may be used interchange-
ably to refer to data capable of being transmitted, received
and/or stored in accordance with embodiments of the present
invention. Thus, use of any such terms should not be taken
to limit the spirit and scope of embodiments of the present
invention.

Additionally, as used herein, the term 'circuitry' refers to
(a) hardware-only circuit implementations (for example,
implementations in analog circuitry and/or digital circuitry);
(b) combinations of circuits and computer program
product(s) comprising software and/or firmware instructions
stored on one or more computer readable memories that
work together to cause an apparatus to perform one or more
functions described herein; and (c) circuits, such as, for
example, a microprocessor(s) or a portion of a micropro-
cessor(s), that require software or firmware for operation
even if the software or firmware is not physically present.
This definition of 'circuitry' applies to all uses of this term
herein, including in any claims. As a further example, as
used herein, the term 'circuitry' also includes an implemen-
tation comprising one or more processors and/or portion(s)
thereof and accompanying software and/or firmware. As
another example, the term 'circuitry' as used herein also
includes, for example, a baseband integrated circuit or
applications processor integrated circuit for a mobile phone
or a similar integrated circuit in a server, a cellular network
device, other network device, and/or other computing
device.

As defined herein, a "computer-readable storage
medium, "which refers to a non-transitory physical storage
medium (for example, volatile or non-volatile memory
device), can be difi'erentiated from a "computer-readable
transmission medium, " which refers to an electromagnetic
signal.

Overview

Image gradients, or edges, may be much more stationary
than image pixels under spatially varying intensity distor-
tions. Based on image gradients a similarity measure may be
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utilized in accordance with an example embodiment of the
present invention for intensity based image registration,
which matches the edges of two images. Minimizing an

energy function based on the matched edges encourages the
edges of the residual, e.g. composite, image to be sparse, e.g.
similar in the gradient domain, and any misalignment will
increase the sparseness. Further an algorithm may be applied
to the input images based on an Augmented Lagrange
Multiplier (ALM) method to increment the registration
parameters to find a registration with minimum gradient
error. Multiple image registration in the gradient domain
may be robust across a wide range of image registration
applications with intensity artifacts and intensity outliers.

A method, apparatus and computer program product are
provided in accordance with an example embodiment for
image registration in the gradient domain. FIG. 1 illustrates
a communication diagram including, an image server 104 in
data communication with a user equipment (UE) 102, image
database 106, and an image capture device 10S. The com-
munication between devices may be a wired, wireless, or
any combination of wired and wireless communication
networks, such as cellular, WIFi, internet, local area net-
works, or the like.

The UE 102 may be a mobile computing device such as
a laptop computer, tablet computer, mobile phone, smart
phone, navigation unit, personal data assistant, watch, cam-
era, or the like. Additionally or alternatively, the UE 102
may be a fixed computing device, such as a personal
computer, computer workstation, kiosk, office terminal com-
puter or system, or the like. The image server 104 may be
one or more fixed or mobile computing devices. The UE 102
and/or the image server 104 may be in data communication
with or otherwise associated with an image capture device
10S, e.g. camera.

The image capture device 10S may be a portion of the UE
102 or otherwise associated with the UE or image server
104. The image capture device 10S may be a fixed image
camera, a video camera, magnetic resonance imager, X-ray
imager, or the like capable of capturing one or more images
of an object. The image may be an aerial image, e.g. an
image captured from a substantially downward observation
point, such as a satellite image or aerial photography from
a plane, a portrait image of a specific object in the image
frame, or a landscape image captured from a substantially
horizontal observation point relative to the object. The
images may be directly stored in the image server 104 or UE
102 or transmitted to the image server 104 for later process-
ing.

The UE 102 or image server 104 may receive one or more
images from the camera 10S or from the image database
106. The images may include one or more objects, such as
buildings, streets, organs, people, animals, or the like.

The UE 102 or image server 104 may receive three or
more input images, such as grayscale images I„I2, . . . , Iv
to be registered, where N denotes the total number of
images, and where each image L has a width w in pixels, and
a height h in pixels.

The UE 102 or image server 104 may determine first
parameter values for a first image registration. The param-
eter values may be transformation, deformation, and/or
regularization values to be applied to the input images. In
some example embodiments, the parameter values of the
first image registration may be default values, such as zero,
as it may be assumed that each of the input images are
identical and an approximate registration solution deter-
mined from a set of transformations x=(x„x2, . . . , xv), with
default values. The transformation or deformation may be
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affine, non-rigid, or the like. One of ordinary skill in the art
would immediately recognize and understand that other
values may be used, such as a transform, deformation,
and/or regularization estimates, based on other registration
algorithms, such as the residual complexity (RC) algorithm,
optic flow, or the prior knowledge of the end-user. The
transformation or deformation may be applied to all of the
input images or all of the input images with the exception of
I„e.g. a fixed image.

The locations of the image gradients, e.g. edges may stay
substantially stationary relative to each other in an image,
even under spatially varying intensity distortions. The UE
102 or image server 104 may register the input images in the
gradient domain. In an instance in which the images are not
properly aligned, "ghost lines" may appear in the resultant
composite image, e.g. the edges of the composite image will
be less sparse.

The UE 102 or image server 104 may register the input
images by applying an energy minimization function to the
input images, such as the following equation.

minx+ A .+) g „subject to VDor=A+E, (1)

where VDOx=[vec(it ), vec(I2 ), . . . , vec(iv )] is an M by
N real matrix, vec(x) denotes vectorizing the image x,
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where k is the iteration counter and

(3)

L(A,E,2kr, Y)=~Yh(A, E,2krp+0 .+) E,+gl2gh(A, E,
Ar) Qk (4)

n

iu, z, v)= d(vD +Tlat, , ~ —Y"-F

A i UTi (Z)V
st

ne" r, vn =~ Ykv. . ..
' ~ —v"-&"")

n

Vr", + = g J,+ A+E+Dor ——Yk)e, e,
~=1 A

16)

h(A, E 2kr)=VDor+X —l JA1rqe, e, —A —E

In an example embodiment, the UE 102 or image server
104 may minimize the function against one unknown at one
time. Each of the sub-problems may have a closed form
solution:

7D = ~(vDi + i7 Di,

denotes the gradient along two spatial directions; vec(I, )
denotes image I, warped by transformation or deformation x,
for t=l, 2, . . . , N, A represents the aligned input images and
E denotes the sparse error. In an example embodiment, it
may be assumed that that the intensity distortion fields of
natural images change smoothly. Based on the first order
Taylor expansion, the equation (I) can be rewritten as:

minx~ s A +X $

30

35

where the T denotes the soft thresholding operation with
threshold value u.

T =sign(x)max(lxl —ct, 0)

The registration algorithm for multiple input images is
summarized in Algorithm 1. Let M~xh be the number of
pixels of each image. In an example embodiment,

subject to VDor=X,
k J/t, r,e,e, =A+E (2)

The registration of the input images using the energy
minimization function may identify and match the gradients
of the input images in the composite image and generate a
gradient energy or gradient error which may be mapped to
a sparcity matrix. An optimization algorithium, e.g. a con-
trained optimization algorithium, may be applied, such as a
low rank approximation, in which the cost function mea-
sures the fit between the given sparcity matrix data, e.g. the
gradient error and an approxamating matrix, e.g. the opti-
mization variable, such as a zero or near zero gradient error,
or maximum sparcity.

In an example embodiment, the UE 102 or image server
104 may determine if the gradient error satisfies a predeter-
mined minimization value.

In an instance in which the gradient error satisfies, e.g. is
equal to or less than a predetermined minimization value,
such as zero or 10 (pixels), the UE 102 or image server 104
may output the composite image.

In an instance in which the UE 102 or image server 104
determines that the gradient error does not satisfy the
predetermined minimization value, the UE or image server
may apply an optimization algorithm.

In an example embodiment, the optimization algorithm,
such as the augmented Lagrange multiplier (ALM) algo-
rithm may be used to solve the constrained problem. The
augmented Lagrangian problem may iteratively update A, E,
Ax and Y by
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and pe=1.25 it, where

1.25

The UE 102 or the image server 104 may increment the
transformation, deformation, or regularization parameters
values for a second image registration. For example the UE
or image server may increase or decrease values of the
transformation, deformation, and/or regularization param-
eters based on the ALM algorithm. The UE 102 or image
server 104 may determine a minimized A, E, and/or A x, and
update the transformation, deformation, and/or regulariza-
tion values for the input images.

The UE 102 or image server 104 may register the input
images using the second image registration parameters by
applying Equations I and 2. The UE 102 or image server 104
may then determine the gradient error associated with the
second image registration.

The UE 102 or image server 104 may determine if the
gradient error satisfies the predetermined minimization
value. In an instance in which the gradient error satisfies the
predetermined minimization value, the UE 102 or image
server 104 may output the composite image. In an instance
in which the gradient error fails to satisfy the predetermined
minimization value, the UE 102 or image server 104 may
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compare the gradient error of the first image registration to
the gradient error of the second image registration.

In an instance in which the gradient error between the first
image registration and second image registration satisfies the
predetermined gradient change value, e.g. the gradient error
has not changed or changed less than a predetermined
gradient change value, the UE 102 or image server 104 may
determine that the gradient error has been minimized and
output the composite image. In an instance in which the
gradient error between the first image registration and the
second image registration fails to satisfy the predetermined
gradient change value, e.g. the gradient error has changed or
has changed greater than the predetermined gradient change
value, the UE 102 or image server 104 may increment the
transformation or deformation parameters, based on equa-
tions 3-7 and repeat the registration and comparison of
gradient errors.

The process may repeat until the UE 102 or image server
104 determines the gradient error of the second image
registration satisfies the predetermined minimization value
or the change in gradient error satisfies the predetermined
gradient change value, e.g. a stop criteria is met. In an
instance in which a stop criterion is met, the UE 102 or
image server 104 may output the composite image.

In an example embodiment, the multiple image registra-
tion in the gradient domain may be applied as follows:

Input: I„.. . , IN are the two dimensional (2D) images.
x„.. . , xN are initial values for transformation parameters.
X is the regularization parameter from equation (I).

Output: The transformation parameter x, aligned images
A and registration sparcity error E.

Repeat
(I) Compute

(2) Warp and normalize the gradient images:

Vllort VINDTN
VDor = '

Ilv1N rNIIN1'

(3) Use (6) to iteratively solve the minimization problem
of ALM:

(A*, E*, Ax*)=arg min»~ L(A, E, Ax, Y),
(4) Update xm+Ax*;

Until stop criterions.
The registration of the input images as discussed above,

may be performed simultaneously for all of the input
images.

Example Apparatus

A UE 102 or image server 104 may include or otherwise
be associated with an apparatus 200 as shown in FIG. 2. The
apparatus, such as that shown in FIG. 2, is specifically
configured in accordance with an example embodiment of
the present invention for simultaneous multi image regis-
tration in the gradient domain. The apparatus may include or
otherwise be in communication with a processor 202, a
memory device 204, a communication interface 206, and a
user interface 20S. In some embodiments, the processor
(and/or co-processors or any other processing circuitry
assisting or otherwise associated with the processor) may be
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in communication with the memory device via a bus for
passing information among components of the apparatus.
The memory device may be non-transitory and may include,
for example, one or more volatile and/or non-volatile memo-
ries. In other words, for example, the memory device may be
an electronic storage device (for example, a computer read-
able storage medium) comprising gates configured to store
data (for example, bits) that may be retrievable by a machine
(for example, a computing device like the processor). The
memory device may be configured to store information,
data, content, applications, instructions, or the like for
enabling the apparatus to carry out various functions in
accordance with an example embodiment of the present
invention. For example, the memory device could be con-
figured to bufi'er input data for processing by the processor.
Additionally or alternatively, the memory device could be
configured to store instructions for execution by the proces-
sor.

As noted above, the apparatus 200 may be embodied by
a UE 102 or an image server 104. However, in some
embodiments, the apparatus may be embodied as a chip or
chip set. In other words, the apparatus may comprise one or
more physical packages (for example, chips) including
materials, components and/or wires on a structural assembly
(for example, a baseboard). The structural assembly may
provide physical strength, conservation of size, and/or limi-
tation of electrical interaction for component circuitry
included thereon. The apparatus may therefore, in some
cases, be configured to implement an embodiment of the
present invention on a single chip or as a single "system on
a chip. " As such, in some cases, a chip or chipset may
constitute means for performing one or more operations for
providing the functionalities described herein.

The processor 202 may be embodied in a number of
difi'erent ways. For example, the processor may be embodied
as one or more of various hardware processing means such
as a coprocessor, a microprocessor, a controller, a digital
signal processor (DSP), a processing element with or with-
out an accompanying DSP, or various other processing
circuitry including integrated circuits such as, for example,
an ASIC (application specific integrated circuit), an FPGA
(field programmable gate array), a microcontroller unit

(MCU), a hardware accelerator, a special-purpose computer
chip, or the like. As such, in some embodiments, the
processor may include one or more processing cores con-
figured to perform independently. A multi-core processor
may enable multiprocessing within a single physical pack-
age. Additionally or alternatively, the processor may include
one or more processors configured in tandem via the bus to
enable independent execution of instructions, pipelining
and/or multithreading.

In an example embodiment, the processor 202 may be
configured to execute instructions stored in the memory
device 204 or otherwise accessible to the processor. Alter-
natively or additionally, the processor may be configured to
execute hard coded functionality. As such, whether config-
ured by hardware or software methods, or by a combination
thereof, the processor may represent an entity (for example,
physically embodied in circuitry) capable of performing
operations according to an embodiment of the present inven-
tion while configured accordingly. Thus, for example, when
the processor is embodied as an ASIC, FPGA or the like, the
processor may be specifically configured hardware for con-
ducting the operations described herein. Alternatively, as
another example, when the processor is embodied as an
executor of software instructions, the instructions may spe-
cifically configure the processor to perform the algorithms
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and/or operations described herein when the instructions are
executed. However, in some cases, the processor may be a
processor of a specific device (for example, a mobile ter-
minal or a fixed computing device) configured to employ an
embodiment of the present invention by further configura-
tion of the processor by instructions for performing the
algorithms and/or operations described herein. The proces-
sor may include, among other things, a clock, an arithmetic
logic unit (ALU) and logic gates configured to support
operation of the processor.

The apparatus 200 of an example embodiment may also
include a communication interface 206 that may be any
means such as a device or circuitry embodied in either
hardware or a combination of hardware and software that is
configured to receive and/or transmit data from/to a com-
munications device in communication with the apparatus,
such as to facilitate communications with one or more user
equipment 104, utility device, or the like. In this regard, the
communication interface may include, for example, an
antenna (or multiple antennas) and supporting hardware
and/or software for enabling communications with a wire-
less communication network. Additionally or alternatively,
the communication interface may include the circuitry for
interacting with the antenna(s) to cause transmission of
signals via the antenna(s) or to handle receipt of signals
received via the antenna(s). In some environments, the
communication interface may alternatively or also support
wired communication. As such, for example, the communi-
cation interface may include a communication modem and/

or other hardware and/or software for supporting commu-
nication via cable, digital subscriber line (DSL), universal
serial bus (USB) or other mechanisms.

The apparatus 200 may also include a user interface 20S
that may, in turn, be in communication with the processor
202 to provide output to the user and, in some embodiments,
to receive an indication of a user input. As such, the user
interface may include a display and, in some embodiments,
may also include a keyboard, a mouse, a joystick, a touch
screen, touch areas, soft keys, one or more microphones, a
plurality of speakers, or other input/output mechanisms. In
one embodiment, the processor may comprise user interface
circuitry configured to control at least some functions of one
or more user interface elements such as a display and, in
some embodiments, a plurality of speakers, a ringer, one or
more microphones and/or the like. The processor and/or user
interface circuitry comprising the processor may be config-
ured to control one or more functions of one or more user
interface elements through computer program instructions
(for example, software and/or firmware) stored on a memory
accessible to the processor (for example, memory device
204, and/or the like).

In some example embodiments, the apparatus may
include an image capture device, such as the image capture
device 10S described in FIG. 1.

Example Comparison of Image Registration with
Intensity Variation

FIG. 3 illustrates representative input images in accor-
dance with an example embodiment of the present inven-
tion. The first image, such as input image A may be fixed and
the transformation, de formations, and/or regularizations
applied to the remaining input images, e.g. input images
B-E. In some example embodiments, the input image with
the largest area, such as geographic area, body area, or the
like, may be selected as the fixed input image. In an example
embodiment, a user may select the fixed input image.
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TABLE I

RASE t-GRASTA MIRGD

DigitalGlobe I
DigitalGlobe 2
DigitalGlobe 3
GeoEye
Quickbird

0.017/0.036
0.019/0.049
0.011/0.027
0.021/0. 046
0.018/0. 040

1.676/2. 974
0.706/2. 776
1.688/4. 688
1.660/4. 362
0.916/3.3 60

0.003/0. 006
0.010/0. 017
0.006/0. 013
0.008/0. 020
0.007/0. 011

FIG. 4-S depict comparative registration results from
difi'erent datasets. Image A of FIG. 4 depicts the average
image of the input images, in which a misalignment is
observed and the resultant image is extremely blurry. Images
B-D depict the composite images of the registration results
of RASL, t-GRASTA and MIRGD. The composite images
are much clear than that of image A. Within the composite
images B-D, the composite image D by MIRGD has sig-
nificantly sharper edges than those produced by the RASL or
t-GRASTA methods.

Images E-G depict the sparse errors output by the RASL,
t-GRASTA and MIRDG methods, respectively, where
RASL and t-GRASTA fail to separate the shadows and have
large errors, and therefore, mistake many good pixels in

error, while MIRDG successfully finds the optimal registra-
tion of the images. Similar trends are depicted in FIGS. 5-S.

Example Process for Simultaneous Multiple Image
Registration in the Gradient Domain

Referring now to FIG. 9, the operations performed, such
as by the apparatus 200 of FIG. 2, for simultaneous multiple
image registration in the gradient domain are illustrated. As
shown in block 902 of FIG. 9, the apparatus 200 may include
means, such as a processor 202, memory 204, a communi-
cations interface 206, or the like, configured to receive input

images. The processor 202 may receive the input images
from the communications interface 206, which may in turn
receive the input images from a memory 204, such as an
image database 106, or from an image capture device 10S.

The input images may be aerial images, e.g. an image
captured from a substantially downward perspective, such as
a satellite image, portrait images of a specific object in the
image frame, or landscape images captured from a substan-

The input images of FIG. 3 are illustrated to compare the
registration algorithms of RASL, t-GRASTA, and the reg-
istration of multiple images in the gradient domain in
accordance with an example embodiment of the present
invention. Input images A-E are cropped portions of the
same relative area from Quickbird, GeoEye and Digital-
Globe. The input images have been modified by adding
artificial translation and light. The translation is drawn

randomly from a uniform distribution.
For each test case, represented by FIGS. 2-S, eight mis-

aligned input images, similar to the representative input

images of FIG. 1, are used. Registration algorithms are then

applied to register the input images; the registration algo-
rithms include RASL, t-GRASTA, and multiple image reg-
istration in the gradient domain (MIRGD).

Table I shows the quantitative comparisons on the test
images over 20 random runs. Table I depicts the mean/max

registration errors in pixels of RASL, t-GRASTA and the
MIRGD. The overall average errors of MIRGD are consis-
tently lower than those of RASL and t-GRASTA. More
importantly, MIRDG achieves subpixel accuracy.
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tially horizontal observation point relative to the object. The
input images may include at least a portion of an object in
each image.

As shown in block 904 of FIG. 9, the apparatus 200 may
include means, such as a processor 202, or the like, config-
ured to determine parameters of a first image registration.
The parameter values may be transformation, deformation,
and/or regularization values to be applied to the input
images. In some example embodiments, the parameter val-
ues for the first image registration may be default values,
such as zero. In some example embodiments, the parameter
values for the first image registration may be estimated
based on other registration methods, user input, or the like.

As shown at block 906 of FIG. 9, the apparatus 200 may
include means, such as a processor 202, or the like, config-
ured to register the input images based on the first image
registration parameter values. In an example embodiment,
the processor 202 may registrar the input images in the
gradient domain. In some example embodiments, the pro-
cessor 202 may simultaneously register the input images by
applying an energy minimization function min»x to the
input images, such as Equations I and 2.

As shown at block 90S of FIG. 9, the apparatus 200 may
include means, such as a processor 202, or the like, config-
ured to determine a gradient error associated with the first
image registration. The processor 202 may determine a
gradient error based on Equations I and 2.

The process may continue at block 910 with the apparatus
200 including means, such as the processor 202 or the like,
for incrementing the image registration parameters for sub-

sequent image registration. In an example embodiment, the
apparatus 200 further includes means, such as the processor
202 or the like, for determining if the gradient error satisfies
a predetermined minimization value. See block 91S. In an
instance in which the gradient error satisfies the predeter-
mined minimization value the process may continue to block
920 without necessarily performing blocks 910-916.

As shown at block 910 of FIG. 9, the apparatus 200 may
include means, such as a processor 202, or the like, config-
ured to increment the image registration parameters for a
second image registration. The processor 202 may incre-
ment the transformation or deformation parameters and/or
the regularization value for a second image registration, for
example the processor may increase or decrease the trans-
formation, deformation, and/or the regularization param-
eters based on the ALM algorithm. The processor 202 may
determine a minimized A, E, and/or A x, and update the
transformation, deformations, and/or regularization values
for the input images.

As shown at block 912 of FIG. 9, the apparatus 200 may
include means, such as a processor 202, or the like, config-
ured to register the input images based on the second image
registration parameters. The second image registration may
be substantially similar to the image registration of block
906.

As shown at block 914 of FIG. 9, the apparatus 200 may
include means, such as a processor 202, or the like, config-
ured to determine a gradient error associated with the second
image registration. Determining the gradient error associ-
ated with the second image registration may be substantially
similar to determining the gradient error associated with the
first image registration of block 90S.

As shown in block 916 of FIG. 9, the apparatus 200 may
include means, such as a processor 202, or the like, config-
ured to compare the gradient error associated with the first
image registration and the gradient error associated with the
second image registration.

5

10

15

20

25

30

35

40

45

50

55

60

65

As shown in block 91S of FIG. 9, the apparatus 200 may
include means, such as a processor 202, or the like, config-
ured to determine whether the gradient error of the first of
second image registration satisfies a predetermined minimi-
zation value or if the change in gradient error between the
first image registration and the second image registration, as
determined by block 916, satisfies a predetermined minimi-
zation value.

The processor 202 may compare the gradient error of the
first image registration, as determined from block 90S, to a
predetermined minimization value. In the event that the
gradient error associated with the first image registration
satisfies the predetermined minimization value, the proces-
sor 202 may output the composite image in block 920
without performance of blocks 910-916.

In an instance in which the first gradient error fails to
satisfy the predetermined minimization value, the processor
202 may perform blocks 910-916.The processor 202 may
compare the gradient error of the second image registration
to the predetermined minimization value In the event that
the gradient error associated with the second image regis-
tration satisfies the predetermined minimization value, the
processor 202 may output the composite image in block 920.

The processor 202 may determine if the gradient error
satisfies, e.g. is less than the predetermined minimization
value, such as zero or 10 (pixels).

In an instance in which the gradient error fails to satisfy
the predetermined minimization value the processor 202
may compare the gradient error of the first image registra-
tion to the gradient error of the second image registration.

In an instance in which the gradient error between the first
image registration and second image registration satisfies the
predetermined gradient change value, e.g. the gradient error
has not changed or changed less than a predetermined
gradient change value, the processor 202 may determine that
the gradient error has been minimized and output the com-
posite image at block 920. In an instance in which the
gradient error between the first image registration and the
second image registration fails to satisfy the predetermined
gradient change value, e.g. the gradient error has changed or
has changed greater than the predetermined gradient change
value, the processor 202 may repeat blocks 910-91S, e.g.
increment the transformation, deformation, and/or regular-
ization parameter values and repeat the registration and
comparison of gradient errors.

As shown in block 920 of FIG. 9, the apparatus 200 may
include means, such as a processor 202, memory 204,
communications interface 206, user interface 20S, or the
like, configured to output a composite image based on the
registered input images. The processor 202 may output the
composite image to a memory 204. In some example
embodiments the processor may cause the communications
interface to transmit the composite image to a memory 204,
such as the image database 106 or other devices, such as UE
102. In some example embodiments, the processor 202 may
cause the composite image to be displayed on a user
interface 20S.

Multiple image registration in the gradient domain may
allow for greater accuracy and robustness of the composite
images than composite images generated using registration
based on intensity similarity, especially in instances which
include illumination changes, color distortion, occlusions, or
the like. Simultaneous multi image registration in the gra-
dient domain may also reduce computation needed for
intensity based image registration using a similarity mea-
sure.
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As described above, FIG. 9 illustrates a flowchart of an

apparatus 200, method, and computer program product
according to example embodiments of the invention. It will
be understood that each block of the flowchart, and combi-
nations of blocks in the flowchart, may be implemented by
various means, such as hardware, firmware, processor, cir-
cuitry, and/or other communication devices associated with
execution of software including one or more computer
program instructions. For example, one or more of the
procedures described above may be embodied by computer
program instructions. In this regard, the computer program
instructions which embody the procedures described above
may be stored by a memory device 204 of an apparatus
employing an embodiment of the present invention and
executed by a processor 202 of the apparatus. As will be
appreciated, any such computer program instructions may
be loaded onto a computer or other programmable apparatus
(for example, hardware) to produce a machine, such that the
resulting computer or other programmable apparatus imple-
ments the functions specified in the flowchart blocks. These
computer program instructions may also be stored in a
computer-readable memory that may direct a computer or
other programmable apparatus to function in a particular
manner, such that the instructions stored in the computer-
readable memory produce an article of manufacture the
execution of which implements the function specified in the
flowchart blocks. The computer program instructions may
also be loaded onto a computer or other programmable
apparatus to cause a series of operations to be performed on
the computer or other programmable apparatus to produce a
computer-implemented process such that the instructions
which execute on the computer or other programmable
apparatus provide operations for implementing the functions
specified in the flowchart blocks.

Accordingly, blocks of the flowchart support combina-
tions of means for performing the specified functions and
combinations of operations for performing the specified
functions for performing the specified functions. It will also
be understood that one or more blocks of the flowchart, and
combinations of blocks in the flowchart, can be imple-
mented by special purpose hardware-based computer sys-
tems which perform the specified functions, or combinations
of special purpose hardware and computer instructions.

In some embodiments, certain ones of the operations
above may be modified or further amplified. Furthermore, in
some embodiments, additional optional operations may be
included, such as illustrated by the dashed outline of blocks
904 and 90S-920 in FIG. 9. Modifications, additions, or
amplifications to the operations above may be performed in
any order and in any combination.

Many modifications and other embodiments of the inven-
tions set forth herein will come to mind to one skilled in the
art to which these inventions pertain having the benefit of the
teachings presented in the foregoing descriptions and the
associated drawings. Therefore, it is to be understood that
the inventions are not to be limited to the specific embodi-
ments disclosed and that modifications and other embodi-
ments are intended to be included within the scope of the
appended claims. Moreover, although the foregoing descrip-
tions and the associated drawings describe example embodi-
ments in the context of certain example combinations of
elements and/or functions, it should be appreciated that
difl'erent combinations of elements and/or functions may be
provided by alternative embodiments without departing
from the scope of the appended claims. In this regard, for
example, difl'erent combinations of elements and/or func-
tions than those explicitly described above are also contem-

6

10

16

20

26

30

36

40

46

60

66

60

66

plated as may be set forth in some of the appended claims.
Although specific terms are employed herein, they are used
in a generic and descriptive sense only and not for purposes
of limitation.

That which is claimed:
1.A method comprising:
receiving three or more input images; and
registering, simultaneously, the three or more input

images in a gradient domain based on applying an

energy minimization function, wherein registering the
input images in the gradient domain comprises:
determining registration parameters for each of the

input images, for a first image registration;
registering the input images based on the registration

parameters;
determining a gradient error associated with the first

image registration;
determining if the gradient error associated with the

gradient error satisfies a predetermined minimization
value; and

generating a composite image, in an instance in which
the gradient error satisfies the predetermined mini-
mization value.

2. The method of claim 1, wherein the energy minimiza-
tion function is based on a low-rank approximation and
sparsity.

3. The method of claim 1, wherein the registering the
input images in the gradient domain further comprises:

incrementing the registration parameters for a second
image registration;

registering the input images based on the incremented
registration parameters;

determining the gradient error associated with the second
image registration;

comparing the gradient error of the first image registration
to the gradient error of the second image registration;

determining if a change in the gradient error between the
first image registration and the second image registra-
tion satisfies a predetermined gradient change value;
and

generating a composite image in an instance in which the
change in gradient error satisfies the predetermined
gradient change value.

4. The method of claim 3, wherein the registering the
input images in the gradient domain further comprises:

reperforming the incrementing the registration param-
eters, registering the input images;

determining the gradient error; and comparing the gradi-
ent errors.

5. The method of claim 1, wherein the gradient error
comprises a sparse error.

6. The method of claim 1, wherein the registration of the
input images in the gradient domain is based on an aug-
mented Lagrange algorithm.

7. An apparatus comprising at least one processor and at
least one memory including computer program code, the at
least one memory and computer program code configured
to, with the processor, cause the apparatus to at least:

receive three or more input images; and
register, simultaneously, the three or more input images in

a gradient domain based on applying an energy mini-
mization function, wherein registering the input images
in the gradient domain comprises:
determining registration parameters for each of the

input images, for a first image registration;
registering the input images based on the registration

parameters;
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determining a gradient error associated with the first

image registration;
determining if the gradient error associated with the

gradient error satisfies a predetermined minimization
value; and 5

generating a composite image, in an instance in which
the gradient error satisfies the predetermined mini-
mization value.

S. The apparatus of claim 7, wherein the energy minimi-
zation function is based on a low-rank approximation and to

sparsity.
9. The apparatus of claim 7, wherein the registering the

input images in the gradient domain further comprises:
incrementing the registration parameters for a second

image registration; 15

registering the input images based on the incremented
registration parameters;

determining the gradient error associated with the second
image registration;

comparing the gradient error of the first image registration 20

to the gradient error of the second image registration;
determining if a change in the gradient error between the

first image registration and the second image registra-
tion satisfies a predetermined gradient change value;
and 25

generating a composite image in an instance in which the
change in gradient error satisfies the predetermined
gradient change value.

10. The apparatus of claim 9, wherein the registering the
input images in the gradient domain further comprises: 30

reperforming the incrementing the registration param-
eters, registering the input images;

determining the gradient error; and comparing the gradi-
ent errors.

11. The apparatus of any claim 7, wherein the gradient 35

error comprises a sparse error.
12. The apparatus of claim 7, wherein the registration of

the input images in the gradient domain is based on an
augmented Lagrange algorithm.

13.A non-transitory computer program product compris- 40

ing at least one non-transitory computer-readable storage
medium having computer-executable program code portions
stored therein, the computer-executable program code por-
tions comprising program code instructions configured to:

receive three or more input images; and 45

register, simultaneously, the three or more input images in
a gradient domain based on applying an energy mini-

mization function, wherein registering the input images
in the gradient domain comprises:
determining registration parameters for each of the

input images, for a first image registration;
registering the input images based on the registration

parameters;
determining a gradient error associated with the first

image registration;
determining if the gradient error associated with the

gradient error satisfies a predetermined minimization
value; and

generating a composite image, in an instance in which
the gradient error satisfies the predetermined mini-
mization value.

14. The computer program product of claim 13, wherein
the energy minimization function is based on a low-rank
approximation and sparsity.

15. The computer program product of claim 13, wherein
the registering the input images in the gradient domain
further comprises:

incrementing the registration parameters for a second
image registration;

registering the input images based on the incremented
registration parameters;

determining the gradient error associated with the second
image registration;

comparing the gradient error of the first image registration
to the gradient error of the second image registration;

determining if a change in the gradient error between the
first image registration and the second image registra-
tion satisfies a predetermined gradient change value;
and

generating a composite image in an instance in which the
change in gradient error satisfies the predetermined
gradient change value.

16. The computer program product of claim 15, wherein
the registering the input images in the gradient domain
further comprises:

reperforming the incrementing the registration param-
eters, registering the input images;

determining the gradient error; and comparing the gradi-
ent errors.

17. The computer program product of claim 13, wherein
the gradient error comprises a sparse error.
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